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What is data quality?
From Statistics Canada publications on data quality:

• There are six dimensions of quality; namely relevance, 
accuracy, coherence, interpretability, timeliness and 
accessibility

3



What is data accuracy
Again from Statistics Canada:
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Dimensions of accuracy: bias and 
precision
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Error distribution, bias and precision
Observed valuei = True valuei + Errori, 

where Errori are observations from an unknown error 
distribution

•Bias is related to the location of this distribution, the 
expected value
•Precision is related to the spread of this distribution, 
the variability
•Accuracy is a function of BOTH bias and precision
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Count errors: measuring bias
Common metrics to estimate bias (location) of the error 
distribution

• Mean of observations
• Median of observations
• We can scale the mean with the mean of the true count to get a 
measure of the relative bias

Example: Measures of bias in the published counts of persons of American Indian or 
Alaska Native race on American Indian Home Land (SUMLEV = 250, n=692)
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Count errors: measuring precision
Common metrics to estimate precision (spread) of the 
error distribution

• Standard deviation of observations
• Range of outcomes (maximum – minimum)
• Distance between 2 percentiles, e.g. p95 - p5
• Presence of outliers
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Count errors: measuring precision
Example 1: Measures of precision in the published counts of persons of American Indian or 

Alaska Native race on American Indian Home Land (SUMLEV = 250, n=692)

Example 2: Measures of precision in the published counts of persons of Non Hispanic Asian 
race Alone, age 0-17 for Census tracts in New York State (n=4919)
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Count errors: measuring accuracy
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Count errors: measuring accuracy
Example: Measures of precision in the published counts of persons of American Indian or 

Alaska Native race on American Indian Home Land (SUMLEV = 250, n=692)

σ
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Count errors: measuring accuracy
Some thoughts

• Accuracy metrics are more sensitive to improvements 
in precision than in bias, whereas bias might cause more 
problems

• Outliers can influence metrics for location and for precision. 
• One can consider using robust metrics for bias and let outliers 

only influence precision metrics
• Since accuracy is a function of both bias and precision, 
publishing metrics on just bias and accuracy masks the 
precision dimension
• Consider making precision metrics more prominent and explicit
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Percent errors: definition
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Percent error: distribution
•Distributions of count errors and percent errors have very 
different shapes

Example: count and percent error distributions for Voting age Non Hispanic White alone 
population in tracts in New York

• Percent error is result of division of two stochastic 
distributions
• Quotient of two normal distributions is a Cauchy distribution
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Percent error: measuring bias and 
precision
•The heavy tails of the percent distribution can make 
average and standard deviation inconsistent estimators 
of location (bias) and spread (precision) of the 
distribution
•Alternative measures for bias:

• Median percentage error
• Average of the middle quarter of the observations (consistent 
estimator for location parameter in Cauchy distributions)

•Alternative measures for precision
• 75’th percentile - 25’th percentile

• 50% of observations fall within x percentage points of each other
• 95’th percentile – 5’th percentile 

• 90% of observations fall within y percentage points of each other
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Percent error: measuring bias and 
precision
Example: percent error distribution for voting age Non Hispanic White alone population in 

tracts in New York

σ
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Percent error: measuring accuracy
•Calculating Mean Absolute Percentage Error (MAPE) and 
RMSE might also suffer problems that arise from the 
distribution shape
•Alternative measures of accuracy include

• Median Absolute Percentage Error
• MAPE-R (using transformations to better deal with the 
non-symmetric shape)

• Percent of observations where the percent error exceeds a 
certain threshold

• 90’th percentile of the absolute percent error distribution
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Percent error: measuring accuracy
Example: percent error distribution for voting age Non Hispanic White alone population in 

tracts in New York
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Other aspects of accuracy (describing 
reality)  
•Accurate composition of the population

• Metric: Similarity index
•Accurate correlation between subgroups counts

• E.g. Count of youth compared to count of adults or count of 4 
yr old compared with count of 5-year old

• Metric: Compare Pearson’s correlation coefficient
•Demographically impossible or improbable 
observations
• E.g. toddlers without mothers, sex-ratios equal to 0 or 1, 
occupied houses without population, population without 
occupied houses, children in military barracks, seniors in 
juvenile institutions, etc.

• Metric: frequency of observation
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Sources of error
Measurement theory recognizes two sources of error:

• Random errors: all errors are drawn from the same 
distribution with zero bias

• Systematic errors: the measurement instrument has a 
constant bias or the parameters of the error distribution 
depend on circumstances of the measurement
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Finding systematic bias
• It helps to have knowledge about the system and 
potential circumstances that influence the error 
distribution
•Methods:

• Split the observations by value of some variable that might 
cause systematic errors and examine bias for each sub-group.
• For example, split by population size or % change in population in the 

case of estimates evaluation
• Split the observations by geography and think through why 
some geographies have higher/lower bias than others

• Locally Estimated Scatterplot Smoothing (LOESS)
• Order the observations by some variable and plot cumulative 
errors
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Locally Estimated Scatterplot Smoothing (LOESS)

Example: count errors for voting age Non Hispanic White alone population in tracts in 
New York, share of total population as independent variable

Finding systematic bias: LOESS
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Finding Systematic bias: cumulative 
errors
 

23



•

•

•



Finding Systematic bias: cumulative 
errors
Example: Cumulative count errors for voting age Non Hispanic White alone population in 

tracts in New York, share of total population as independent variable
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Systematic imprecision
•Count error distribution and percent error distribution 
can NOT both have constant precision for all True Valuei
• This implies that one can expect more variation in percent 
errors at smaller X values and thus more imprecision and less 
accuracy

•Testing for heteroscedasticity in count errors can bring 
systematic imprecision to light as can finding patterns 
in squared or absolute errors
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Systematic imprecision
Example: count and percent errors for voting age Non Hispanic White alone population in 

tracts in New York (tracts with count less than 6,000)
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Conclusions
•There is added value in examining precision as a 
dimension of accuracy
•Outliers can cause average errors to mask true bias 
(location parameter of the error distribution)
•Count errors and percent errors have very different 
shapes and cannot both have constant precision (and 
accuracy) for different values of the true count
• It is possible and important to detect systematic errors 
and compare system variants based on the size of 
systematic errors 
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